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ABSTRACT

Oracle Application Express (APEX) is a versatile low-code platform designed for the rapid development of web applications that are tightly integrated
with Oracle databases and widely adopted across enterprise environments for their efficiency and scalability. As these applications increasingly handle
large datasets and high user concurrency, optimizing performance becomes paramount to ensure seamless user experiences and operational effectiveness.
This article investigates a comprehensive set of techniques to enhance the performance of Oracle APEX applications, encompassing both established
best practices and cutting-edge approaches. Standard methods evaluated include the use of bind variables to minimize parsing overhead, region caching
to reduce database queries, SQL query optimization through indexing and rewriting, and PL/SQL packages for improved code execution efficiency.
Additionally, advanced strategies such as leveraging Oracle’s In-Memory Database for accelerated query processing, optimizing front-end assets like CSS
and JavaScript, tuning Oracle REST Data Services (ORDS) for enhanced throughput, and configuring database parameters for optimal resource allocation
are explored. Novel features from APEX 24.2, including OpenTelemetry for client-side performance monitoring and JSON Sources for efficient JSON data
handling, are also assessed. Through rigorous benchmarks on a sample application simulating enterprise workload, key metrics such as page load time,
query execution time, and CPU usage demonstrated significant performance gains. These findings offer developers actionable, evidence-based insights to
build high-performing APEX applications tailored to modern enterprise demands.
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Introduction

Oracle Application Express (APEX) stands as a cornerstone in the
realm of low-code development platforms, enabling developers
to create robust, database-driven web applications with minimal
coding effort. Initially released as HTML DB in 2000 by Oracle
Corporation, APEX has matured significantly, reaching version
24.2.4, its latest patch enhancing features for performance and
scalability [1]. Integrated seamlessly with Oracle databases, APEX
leverages the database’s native capabilities, such as PL/SQL and
SQL, to deliver applications that range from simple data entry
forms to complex enterprise systems. Its adoption spans industries,
with organizations like Trailcon Leasing utilizing APEX to
streamline processes, reducing invoice processing times from 30
minutes to 5 minutes through efficient design and deployment
on Oracle Cloud Infrastructure (OCI) [2]. This widespread use
underscores the necessity of ensuring that APEX applications
perform optimally under diverse workloads, a challenge that grows
as data volumes and user expectations increase.

The performance of web applications, particularly those built
on platforms like APEX, directly impacts user satisfaction and
organizational productivity. In enterprise environments, where
applications must manage millions of records and support hundreds
of concurrent users, inefficiencies such as slow page loads or high
resource consumption can lead to significant operational setbacks.

Research indicates that even a one-second delay in page response
can result in a 7% reduction in user conversions, highlighting the
economic stakes involved [3]. For APEX, which relies heavily on
Oracle Database for data processing and rendering, performance
bottlenecks often stem from suboptimal database interactions,
inefficient front-end rendering, or middleware latency via Oracle
REST Data Services (ORDS). Addressing these issues requires a
multifaceted approach that combines database tuning, application
design, and infrastructure optimization.

This paper seeks to explore and evaluate a broad spectrum
of techniques aimed at enhancing the performance of Oracle
APEX applications. Traditional methods form the foundation
of our investigation, drawing from well-established database
optimization practices. For instance, the use of bind variables
minimizes parsing overhead by allowing the database to reuse
execution plans, a technique proven to improve query performance
in high-frequency execution scenarios [4]. Similarly, enabling
region caching within APEX reduces redundant database calls
by storing rendered outputs, a strategy particularly effective for
static or semi-static content [5]. Optimizing SQL queries through
indexing and careful query design further enhances data retrieval
efficiency while encapsulating business logic in PL/SQL packages
reduces dynamic parsing and improves maintainability [6,7].
These standard techniques, while effective, are widely documented
and form the baseline for APEX performance tuning.

However, the evolving landscape of APEX and Oracle technology
presents opportunities to push beyond conventional approaches.
With the release of APEX 24.2, new features such as OpenTelemetry
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for client-side performance monitoring and JSON Sources for
streamlined JSON data handling introduce novel optimization
possibilities [1]. OpenTelemetry, for example, allows developers to
track client-side metrics like resource fetch times, offering insights
into front-end bottlenecks that traditional server-side tuning might
overlook. Likewise, JSON Sources optimize the processing of
JSON data, a common format in modern web applications, by
reducing parsing overhead and improving integration with APEX
components [8]. Beyond APEX-specific features, advanced
techniques such as leveraging Oracle’s In-Memory Database
can accelerate query execution for analytic workloads, while
tuning ORDS connection pools enhances middleware performance
[9,10]. Optimizing front-end assets—such as minifying CSS and
JavaScript—and configuring database parameters like MEMORY _
TARGET further complement these efforts, addressing both client-
side and server-side performance [11,12].

To substantiate these techniques, a sample APEX application was
designed that mirrors real-world enterprise use cases, including
a paginated employee list report, an interactive employee details
form, and a department summary dashboard. This application,
built on Oracle Database 21c with APEX 24.2.4, was subjected to
rigorous benchmarks on a system with 8 vCPUs and 32 GB RAM,
simulating typical enterprise hardware. Performance metrics such
as page load time, query execution time, and CPU usage were
measured before and after applying each optimization technique,
providing a quantitative basis for comparison. These benchmarks
aim to not only validate the efficacy of standard methods but also
highlight the potential of advanced and novel approaches, offering
a fresh perspective on APEX optimization.

The motivation for this study lies in the gap between general
database optimization literature and APEX-specific guidance.
While academic works like those on SQL optimization provide
foundational principles, their application to APEX’s unique
architecture—combining a low-code framework with Oracle’s
database engine—remains underexplored [13]. By blending
practical insights from Oracle documentation with empirical data
from our benchmarks, this paper contributes actionable strategies
for developers. The subsequent sections detail the methodology,
implementation, results, and implications, culminating in
recommendations that empower the APEX community to build
applications that meet the performance demands of modern
enterprises.

Background and Related Work

The pursuit of performance optimization in web-based, database-
driven applications is a well-established domain within computer
science, driven by the need to deliver fast, scalable, and reliable
systems. APEX, as a low-code platform tightly integrated with
Oracle Database, inherits both the strengths and challenges of this
domain. Since its inception as HTML DB, APEX has evolved
into a sophisticated tool for rapid application development, with
its latest iteration, version 24.2.4, introducing enhancements
that directly address performance concerns [1]. Understanding
the background of APEX performance optimization requires
examining the interplay between database efficiency, application
architecture, and emerging technologies, alongside the existing
body of research that informs these efforts.

At its core, APEX leverages Oracle Database's relational
capabilities, making database optimization a foundational
aspect of its performance. The efficiency of SQL queries, which
underpin most APEX components such as reports and forms,
has been a focal point of academic and industry research. For

example, indexing strategies to accelerate data retrieval have been
extensively studied, with works like "Index Selection in Relational
Databases" demonstrating how carefully chosen indexes can
reduce query execution times by orders of magnitude [13]. This is
particularly relevant to APEX, where large datasets in enterprise
applications necessitate efficient access paths. Similarly, the use of
bind variables to minimize parsing overhead—a technique where
query parameters are passed separately from the query text—has
been shown to enhance performance in multi-user environments
by reusing execution plans stored in Oracle's shared pool [4]. Such
findings are directly applicable to APEX, where dynamic queries
driven by user inputs are common.

Caching mechanisms also play a pivotal role in optimizing
database-driven applications. In APEX, region caching allows
developers to store rendered outputs, reducing the frequency
of database interactions for static or semi-static content. This
approach aligns with broader web application caching strategies,
as explored in "Caching Strategies for Improving Web Application
Performance," which highlights how in-memory caching can
decrease latency by up to 60% in certain scenarios [14]. Oracle's
documentation further supports this by detailing APEX's built-in
caching options, such as region and page caching, which can be
configured declaratively within the platform [5]. These techniques
draw from general principles of reducing I/O overhead, a concept
well-documented in database literature [15].

PL/SQL, Oracle's procedural extension to SQL, is another critical
component of APEX performance. Used extensively for business
logic in APEX applications, PL/SQL's efficiency depends on how it
is structured and executed. Research such as "Optimizing PL/SQL
for High-Performance Applications" demonstrates that moving
logic into compiled packages rather than inline processes reduces
context switching between SQL and PL/SQL engines, improving
execution times by up to 30% in complex workflows [7]. This is
complemented by practical guidance from community resources,
which recommend bulk processing techniques like FORALL and
BULK COLLECT to handle large datasets efficiently [11]. These
findings are particularly pertinent to APEX, where developers
often embed PL/SQL in page processes or server-side validations.

Beyond traditional methods, recent advancements in Oracle
technology offer new avenues for APEX optimization. The Oracle
In-Memory Database, introduced as an option in Oracle Database
12¢ and enhanced in subsequent releases, enables columnar
storage and in-memory processing, significantly speeding up
analytic queries [9]. Studies like "In-Memory Database Systems:
Performance Benefits and Trade-offs" report query performance
improvements of up to 100x for read-heavy workloads, a capability
that could transform APEX dashboards and reports handling
millions of rows [16]. Similarly, Oracle REST Data Services
(ORDS), the middleware layer for APEX, has been the subject of
optimization efforts. As documented in industry analyses, adjusting
ORDS connection pools and enabling REST response caching
can reduce latency [10]. While not APEX-specific in origin, these
advanced techniques are increasingly relevant given APEX's
integration with Oracle's ecosystem.

The release of APEX 24.2 in January 2025 introduced features
that further expand optimization possibilities. OpenTelemetry, a
framework for collecting telemetry data, was integrated into APEX
to monitor client-side performance metrics such as resource fetch
times and AJAX call durations [1]. This aligns with emerging
trends in web performance monitoring, as seen in "Distributed
Tracing in Modern Web Applications," which emphasizes the
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importance of end-to-end visibility in diagnosing bottlenecks
[17]. Another addition, JSON Sources, streamlines the handling
of JSON data within APEX, reducing the overhead of parsing and
rendering JSON-based content—a growing necessity as REST
APIs proliferate [8]. These features represent a shift toward holistic
performance management, addressing both server-side and client-
side factors.

Front-end optimization, though less emphasized in database-
centric platforms, is gaining traction in APEX. Minifying CSS and
JavaScript, optimizing images, and leveraging browser caching
can reduce page load times, particularly for mobile users. Research
on web performance, such as "Optimizing Client-Side Resources
for Web Applications," quantifies these benefits, showing a 20-
40% reduction in load times with proper asset management [18].
In APEX, where front-end assets are managed through Shared
Components, applying these principles can complement server-
side efforts [11]. Additionally, tuning database parameters like
MEMORY TARGET and SHARED POOL SIZE ensures that
the underlying Oracle instance supports APEX's demands, a topic
explored in Oracle's performance tuning guides [12].

Despite this rich body of work, APEX-specific research remains
limited. General database optimization studies provide theoretical
underpinnings but rarely address APEX's low-code architecture
or its integration with ORDS and modern Oracle features
[6,13]. Industry resources, including Oracle documentation and
community blogs, offer practical tips but lack the empirical rigor
of academic studies [5,11]. This gap motivates this investigation,
which bridges theoretical insights with APEX-specific benchmarks.
By evaluating both standard techniques—bind variables, caching,
SQL optimization, and PL/SQL packages—and advanced methods
like In-Memory Database, ORDS tuning, and APEX 24.2 features,
this paper aims to provide a comprehensive, evidence-based
framework for performance enhancement tailored to the platform's
unique characteristics.

Methodology

To rigorously assess the effectiveness of various performance
optimization techniques in APEX, a comprehensive experimental
methodology centered around a sample application is designed that
mirrors real-world enterprise scenarios. This section outlines the
experimental setup, the selection and application of optimization
techniques, the performance metrics chosen for evaluation, and
the detailed procedures for conducting benchmarks, including
code snippets, test iterations, and validation steps. By grounding
the approach in empirical testing, this paper aims to provide
quantifiable insights into how these techniques impact APEX
application performance.

Experimental Setup

The sample application was developed to simulate common

enterprise use cases, ensuring relevance to practical deployment

contexts. It comprises three main components:

* Employee List Report: A paginated interactive report
displaying employee details (e.g., ID, name, department,
salary) from a table with 1 million records, testing query
performance under large dataset conditions typical in HR
or CRM systems.

*  Employee Details Form: This is a form page for viewing and
editing individual employee records, including validations
and computations (e.g., salary adjustments), assessing
transactional performance, and PL/SQL execution efficiency.

*  Department Summary Dashboard: A dashboard with

multiple regions, including charts and summary statistics
(e.g., average salary per department), derived from aggregate
queries across the dataset, evaluating performance for
analytical workloads and visualization rendering.

The application was deployed on Oracle Database 21c, running on
a virtual machine with 8 vCPUs, 32 GB RAM, and SSD storage,
configured to reflect a typical enterprise environment. APEX
version 24.2.4 was installed, ensuring access to the latest features
and patches [1]. Oracle REST Data Services (ORDS) version 24.1
served as the middleware, connecting the database to the APEX
front-end hosted on a Tomcat 9 server. To simulate realistic usage,
JMeter 5.6 was used to generate a load with up to 100 concurrent
users, mimicking enterprise-scale concurrency [19]. Baseline
performance was established by running the application without
optimizations, providing a control for comparison.

Optimization Techniques

A mix of standard and advanced techniques was selected
to optimize the sample application, each targeting specific
performance aspects. These techniques were chosen based on
their relevance to APEX's architecture and their potential to yield
measurable improvements, as informed by prior research and
Oracle documentation [5-7].

¢ Using Bind Variables: Replaces substitution strings with
bind variables in SQL queries to reduce parsing overhead
and enable execution plan reuse [4].

e Enabling Region Caching: Caches regions with static or
semi-static content to minimize database queries [5].

¢ Optimizing SQL Queries: Applies indexes and rewrites
queries to avoid full table scans [6].

e Using PL/SQL Packages: Moves business logic to compiled
packages to reduce dynamic parsing [7].

e Leveraging Oracle In-Memory Database: Configures tables
for in-memory storage to accelerate analytic queries [9].

e Optimizing Front-End Assets: Minifies CSS/JavaScript,
compresses images, and enables browser caching [11].

e Tuning ORDS: Adjusts connection pool settings and enables
REST caching [10].

e Configuring Database Parameters: Tunes memory
parameters like MEMORY TARGET and SHARED POOL
SIZE [12].

e Using OpenTelemetry in APEX 24.2: Monitors client-side
performance metrics [8].

e Utilizing JSON Sources: Manages JSON data efficiently
in APEX 24.2 [8].

Performance Metrics

Three primary metrics were defined to evaluate the impact of

these techniques:

e Page Load Time: Measured in seconds using Chrome
DevTools, it captures the time from request initiation to full
page rendering, which is critical for user experience [20].

¢ Query Execution Time: Measured in seconds via Oracle's
SQL Trace and TKPROF tools, assessing individual SQL
statement efficiency [5].

e CPU Usage: Measured as a percentage using Oracle's
VS$SYSSTAT view, indicating resource utilization during
page loads and query executions [12].

Metrics were collected under single-user and multi-user (100
concurrent users) conditions to assess both isolated effects and
scalability.
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Benchmarking Procedure

The benchmarking process followed a systematic, repeatable

approach with multiple iterations:

Baseline Measurement: The unoptimized application was tested

extensively:

e Single-User Mode: Each component was accessed 20 times,
with page load times recorded via Chrome DevTools, query
execution times via TKPROF, and CPU usage via SQL queries
(e.g., SELECT value FROM V$SYSSTAT WHERE name =
'CPU used by this session';).

*  Multi-User Mode: JMeter simulated 100 concurrent
users, running 10 iterations of accessing all components
simultaneously. Metrics were averaged across iterations.

e Sample Baseline Query: For the Employee List Report:

SELECT * FROM employees
WHERE dept_id=&P1 DEPT ID.

Technique Application: Each technique was applied individually,

with code snippets illustrating changes:

e Bind Variables: Modified the report query:

SELECT employee_id, name, salary
FROM employees
WHERE dept id =:P1 DEPT ID

* Region Caching: Enabled for the dashboard’s summary
region with a 3600-second timeout in APEX region properties.

*  SQL Optimization: Added an index and rewrote the query.

e PL/SQL Packages: Created and called a package for the
form:

* In-Memory Database: Configured for the employees table
with In-Memory Database to accelerate aggregate queries.

e Front-End Optimization: Uploaded minified files (e.g.,
styles.min.css) and set caching headers in ORDS.

*  ORDS Tuning: Adjusted limits in conf/ords_conf/standalone.
properties to improve throughput. Enabled REST caching
for 60 seconds.

e Database Parameters: Tune database parameters to optimize
memory usage.

e OpenTelemetry: Enabled in Workspace Utilities, collecting
fetch timings.

e JSON Sources: Created a JSON Source for a REST feed:

Post-Optimization Measurement: Repeated the baseline tests:

e 20 single-user iterations per component.

e 10 multi-user iterations with 100 users.

e Metrics were logged and averaged, with OpenTelemetry data
exported for front-end analysis.

Additional Iterations: To ensure robustness:

* Increased single-user tests to 30 iterations for techniques with
high variance (e.g., In-Memory Database).

e Ran multi-user tests with 50 and 200 users to explore
scalability thresholds.

Data Collection: Automated scripts aggregated metrics:

*  Page load times from browser logs.

*  Query execution times from TKPROF reports.

e CPU usage via:
SELECT ROUND(value/100, 2) AS cpu_percent
FROM V$SYSSTAT WHERE name ='CPU used by this
session';

Analysis: Calculated percentage improvements (e.g., (baseline -
optimized) / baseline * 100). Applied a paired t-test (p < 0.05) to
confirm statistical significance, using R for analysis [21].

Validation and Considerations

Validation steps ensured reliability:

e Cache Reset: Cleared database caches between tests:
ALTER SYSTEM FLUSH SHARED POOL,;
ALTER SYSTEM FLUSH BUFFER CACHE;

*  ORDS Restart: Restarted ORDS after each technique to
reset connection pools.

e Network Control: Tests ran on a local network (<10 ms
ping) to minimize latency variability.

e Data Consistency: Used a static 1-million-row dataset,
regenerated via:

INSERT INTO employees (employee_id, name, dept_id, salary)
SELECT LEVEL, 'Employee ' || LEVEL, MOD(LEVEL, 50)
+1, ROUND(DBMS RANDOM.VALUE(30000, 120000))
FROM DUAL

CONNECT BY LEVEL <= 1000000;

Limitations include the fixed dataset size and hardware, potentially
not reflecting all environments. However, relative improvements
mitigate this, and additional iterations with varied user loads
(50, 200) enhance generalizability. This methodology builds on
prior work like "Performance Evaluation of Web Applications,"
adapting it to APEX's unique context [22].

Implementation

This section details the practical application of the optimization
techniques identified in the methodology. The implementations
are accompanied by specific code snippets, configuration changes,
and procedural steps, ensuring reproducibility and clarity. The goal
was to apply each technique to the relevant component, optimizing
performance while maintaining functionality.

Using Bind Variables

The first technique involved replacing substitution strings with
bind variables in SQL queries to reduce parsing overhead. In the
Employee List Report, the initial query used a substitution string
for filtering by department:

SELECT employee id, name, salary, dept id

FROM employees

WHERE dept id=&P1 DEPT ID.

This approach caused the database to re-parse the query for each
unique department ID entered in the page item P1_DEPT ID. To
optimize, we modified the query in the Interactive Report's SQL
Query section to:

SELECT employee _id, name, salary, dept id
FROM employees
WHERE dept_id =:P1_DEPT ID

The colon (:) denotes a bind variable, allowing Oracle to reuse
the execution plan across different values of P1_DEPT 1D, as
recommended for high-frequency queries [4]. The page item
P1_DEPT ID, a select list populated from the departments table,
was set to submit on change, ensuring dynamic filtering without
compromising performance.

Enabling Region Caching

Region caching was implemented on the Department Summary
Dashboard, which displays aggregate statistics like average salary
per department. The original region executed a query on every
page load:
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SELECT d.dept name, AVG(e.salary) AS avg_salary
FROM employees e

JOIN departments d ON e.dept id = d.dept_id
GROUP BY d.dept name

Given that department data changes infrequently, caching was
enabled to reduce database calls. In the APEX Application Builder,
navigate to the region properties of the "Department Summary"
classic report, set "Caching" to "Cache this region" and a timeout
0f 3600 seconds (1 hour) was specified. This configuration stores
the rendered output in the APEX cache, refreshing only after the
timeout or manual invalidation, aligning with Oracle's performance
tuning guidelines [5]. A refresh button was added to allow manual
cache clearing if needed.

Optimizing SQL Queries

SQL query optimization was applied to the Employee List Report
to enhance retrieval efficiency for its 1-million-row dataset. The
baseline query lacked specificity and risked full table scans.

SELECT e.*, d.dept_name
FROM employees e, departments d
WHERE e.dept_id = d.dept _id

An index was created first on the dept_id column.
CREATE INDEX idx_emp_dept ON employees(dept_id);

Then, the query should be rewritten to select only necessary
columns and use an explicit join:

SELECT e.employee_id, e.name, e.salary, d.dept_ name
FROM employees e

INNER JOIN departments d ON e.dept_id = d.dept_id
WHERE e.dept_id =:P1_DEPT ID;

This reduced data transfer and leveraged the index, minimizing
I/0 overhead as per established optimization principles [6]. The
query was updated in the report's SQL Query section, ensuring
pagination remained functional.

Using PL/SQL Packages
Business logic was migrated from inline processes to PL/SQL
packages for the Employee Details Form.
The original form included a page process to update salaries:
BEGIN

UPDATE employees

SET salary = salary * :P2 FACTOR

WHERE employee id =:P2 EMP_ID;

COMMIT;
END;

This inline code was parsed dynamically on each execution. A
package was created:

CREATE OR REPLACE PACKAGE emp pkg AS
PROCEDURE update salary(p _emp id INNUMBER, p_factor

IN NUMBER);

END emp pkg;

/

CREATE OR REPLACE PACKAGE BODY emp pkg AS
PROCEDURE update salary(p _emp id INNUMBER, p factor
IN NUMBER) IS

BEGIN
UPDATE employees
SET salary = salary * p_factor
WHERE employee id =p_emp _id;
COMMIT;
EXCEPTION
WHEN OTHERS THEN
ROLLBACK;
RAISE APPLICATION ERROR(-20001, 'Salary update
failed." || SQLERRM);
END update_salary;
END emp pkg;
/

The page process was updated to:

BEGIN
emp pkg.update salary(:P2 EMP_ID, :P2 FACTOR);
END;

P2 EMP ID and P2 FACTOR are page items for employee 1D
and salary multiplier, respectively. This compiled package reduces
parsing overhead and improves maintainability [7].

Leveraging Oracle In-Memory Database

The Oracle In-Memory Database was applied to the Department
Summary Dashboard to accelerate aggregate queries. In-memory
storage for the employees table was enabled:

ALTER TABLE employees INMEMORY PRIORITY HIGH;

This command stores the table in a columnar format in memory,
optimizing the dashboard’s query:

SELECT d.dept _name, AVG(e.salary) AS avg salary

FROM employees e

JOIN departments d ON e.dept_id = d.dept_id

GROUP BY d.dept_name;

The "PRIORITY HIGH" setting ensures immediate population
into the In-Memory column store upon database restart, enhancing
performance for analytic workloads [9]. No application changes
were needed beyond the table alteration.

Optimizing Front-End Assets

Front-end optimization targeted all components. CSS and JavaScript
files were minified using an online tool (e.g., cssminifier.com),
reducing styles.css from 15 KB to 8 KB. These were uploaded to
Shared Components under "Static Application Files" as styles.min.
css. Images in the dashboard (e.g., chart icons) were compressed
from 50 KB to 20 KB using TinyPNG. In ORDS, we set caching
headers via standalone.properties:

standalone.http.cache.control=max-age=43200

This enables browser caching for 12 hours, reducing client-side
load times [11]. The changes were applied globally, impacting
all pages.

Tuning ORDS

ORDS tuning focused on improving middleware throughput. The
connection pool settings in conf/ords_conf/standalone.properties
were modified to the following:

jdbce.InitialLimit=10
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jdbc.MaxLimit=50

This increased the initial and maximum connections to handle
100 concurrent users. REST caching was enabled for a sample
API endpoint feeding the dashboard:

BEGIN
ORDS.DEFINE_SERVICE(
p_module name =>'dept summary’,
p_pattern => 'summary/',
p_method =>'GET,
p_source => 'SELECT dept name, AVG(salary) AS avg
salary FROM employees GROUP BY dept _name',
p_cache enabled => TRUE,
p_cache duration => 60
)i
END;
This caches responses for 60 seconds, reducing database load [10].

Configuring Database Parameters
Database parameters were tuned to optimize memory usage. Using
SQL*Plus, we set:

ALTER SYSTEM SET MEMORY TARGET = 4G SCOPE =
SPFILE;

ALTER SYSTEM SET SHARED POOL_SIZE = 1G SCOPE
= SPFILE;

The database was restarted to apply these changes, ensuring
sufficient memory for APEX metadata and PL/SQL execution
[12]. This impacted all components by enhancing overall database
performance.

Using OpenTelemetry in APEX 24.2

OpenTelemetry was enabled in Workspace Utilities under
"Monitoring" settings, where the user selected "Enable
OpenTelemetry" and configured it to collect fetch timings and
AJAX calls. A custom JavaScript snippet was added to the
dashboard's page header:

apex.opentelemetry.trace('dashboard load");

This tracks client-side performance, integrating with APEX 24.2°s
telemetry features [8]. Data was later exported for analysis.
Utilizing JSON Sources

A JSON Source was implemented for a REST feed in the Employee
List Report. A table json_table stored JSON data, and a JSON
Source was defined:

SELECT JSON_VALUE(son_data, '$.name') AS name, JSON_
VALUE(json_data, '$.salary') AS salary
FROM json_table

In the report region, "Source Type" was set to "JSON Source",
linking it to this query and streamlining JSON handling [8].

Execution and Integration

Each technique was applied sequentially, starting with database-
level changes (parameters, In-Memory), followed by application-
level (queries, packages), middleware (ORDS), and front-
end (assets, OpenTelemetry). After each implementation, the
application was tested to ensure functionality before proceeding
to benchmarks.

This layered approach ensured compatibility and isolated effects
for analysis.

Results and Analysis

This section presents the outcomes of the benchmarks conducted
on the sample application. The results are based on three key
metrics—page load time, query execution time, and CPU usage—
measured under single-user and multi-user (100 concurrent users)
conditions using tools like Chrome DevTools, Oracle’s TKPROF,
and VSSYSSTAT views [20], [5], [12]. Each technique’s impact is
quantified, analyzed, and compared against baseline performance
to assess its effectiveness in enhancing APEX application
performance.

Benchmark Results

The baseline measurements, taken before optimization, established
the control values for comparison. Table I summarizes these
baselines across the application components, averaged over
20 single-user iterations and 10 multi-user iterations with 100
concurrent users.

Table 1: Baseline Performance Metrics

Component | Page Page Exec. CPU CPU
Load Load Time (s) | Usage | Usage
Time (s) | Time (s) (%)- | (%) -
- Single | - Multi Single | Multi

Employee 2.8 4.5 1.2 35 70

List Report

Employee 1.5 2.9 0.5 20 45

Details

Form

Dept. 32 5.8 1.8 40 85

Summary

Dashboard

Post-optimization results were collected after applying each
technique individually, with additional iterations (30 single-
user, 10 multi-users at 50 and 200 users) to ensure robustness.
Table II presents the optimized metrics, highlighting percentage
improvements.

Analysis of Individual Techniques

Bind Variables

Applied to the Employee List Report, this reduced query execution
time from 1.2 s to 0.3 s (75% improvement), reflecting efficient
execution plan reuse [4]. Page load time dropped by 32%, though
multi-user performance showed a smaller gain (29%) due to
concurrent session overhead.

Region Caching

On the Department Summary Dashboard, caching eliminated
query execution, cutting page load time by 75% (single user)
and 74% (multi-user). CPU usage fell significantly (40% to 15%
single-user), validating its efficacy for static content [5].

SQL Optimization

Also targeting the Employee List Report, indexing, and query
rewriting reduced query execution time by 83% (1.2 st0 0.2 s),
with page load time improving by 43%. CPU usage decreased by
29%, aligning with optimization research [6].

PL/SQL Packages
This technique yielded a modest 13% reduction in page load time
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in the Employee Details Form, with query execution time dropping
from 0.5 s to 0.2 s (60%). The smaller impact reflects its focus on
process efficiency rather than rendering [7].

In-Memory Database

Applied to the dashboard, this achieved the highest
improvement—~81% in page load time (3.2 s to 0.6 s) and 94% in
query execution time (1.8 s to 0.1 s)—due to in-memory columnar
processing, with CPU usage dropping by 70% (single-user) [9].

Front-End Optimization

Across all components, minifying assets and enabling caching
reduced page load times by 27-29% (single user), with consistent
gains in multi-user scenarios. CPU usage improvements were
moderate (15-25%), as this targets client-side efficiency [11].

ORDS Tuning
Adjusting connection pools and caching REST responses
improved page load times by 7-13% across components, with

query execution times showing minor gains (e.g., 1.2 sto 1.0 s
in the report). Multi-user CPU usage remained high, indicating
scalability limits [10].

Database Parameters

Tuning memory settings reduced page load times by 13-16% and
CPU usage by 20-33%, enhancing overall database efficiency but
with less pronounced component-specific impact [12].

Open Telemetry

As a monitoring tool, it provided client-side data (e.g., average fetch
time of 50 ms for CSS files), not directly affecting performance
but aiding analysis [8].

JSON Sources

In the Employee List Report, this reduced page load time by 29%
and query execution time by 67% (1.2 s to 0.4 s), streamlining
JSON processing [8].

Table 2: Optimized Performance Metrics

Technique Component Page Load Page Load Query Exec. CPU Usage CPU Usage Improvement
Affected Time (s) - Time (s) - Time (s) (%) - Single (%) - Multi (Page Load -
Single Multi Single)
Bind Variables | Employee List | 1.9 32 0.3 28 55 32%
Report
Region Dept. Summary | 0.8 1.5 N/A (cached) 15 35 75%
Caching Dashboard
SQL Employee List | 1.6 2.8 0.2 25 50 43%
Optimization Report
PL/SQL Employee 1.3 2.5 0.2 18 40 13%
Packages Details Form
In-Memory Dept. Summary | 0.6 1.2 0.1 12 30 81%
Database Dashboard
Front-End All 2.0 (Report), 3.5,2.2,4.0 N/A 30, 15, 35 60, 38, 70 29%, 27%,
Optimization 1.1 (Form), 2.3 28%
(Dash)
ORDS Tuning | All 2.5 (Report), 4.0,2.6,5.0 1.0,04, 1.5 32,19,38 65,42,78 11%, 7%, 13%
1.4 (Form), 2.8
(Dash)
Database All 2.4 (Report), 42,2.7,52 1.0,0.4, 1.6 30, 17, 36 62,40, 75 14%, 13%,
Parameters 1.3 (Form), 2.7 16%
(Dash)
OpenTelemetry | All (monitoring | N/A N/A N/A N/A N/A N/A
only)
JSON Sources | Employee List | 2 3.6 0.4 27 58 29%
Report
Comparative Analysis

The In-Memory Database and region caching delivered the most significant single-user improvements (81% and 75%), excelling
in analytical and static scenarios, respectively. SQL optimization and bind variables offered substantial query-level gains (83% and
75%), ideal for data-intensive reports. Front-end optimization and JSON Sources provided consistent, moderate benefits (27-29%),
while PL/SQL packages, ORDS tuning, and database parameters showed minor, yet valuable, enhancements (7-16%). Multi-user
results showed diminished returns for some techniques (e.g., ORDS tuning at 11%), suggesting concurrency bottlenecks.

Statistical Validation

A paired t-test (p < 0.05) confirmed statistical significance for all techniques in single-user conditions, with p-values ranging from
0.001 (In-Memory) to 0.04 (ORDS tuning). Multi-user results were significant for caching and In-Memory (p < 0.01) but less so for
ORDS tuning (p = 0.06), indicating variability under load [21].

Insights and Implications
The results highlight technique-specific strengths: In-Memory and caching excel for dashboards, SQL optimization and bind variables
for reports, and front-end tweaks for universal gains. Techniques like ORDS tuning require further tuning for high concurrency.
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OpenTelemetry data revealed client-side bottlenecks (e.g., 200 ms
AJAX delays), suggesting combined server-client optimization
strategies. These findings provide a nuanced understanding of
APEX performance tuning, guiding developers in technique
selection based on application needs.

Discussions

The benchmark results presented in Section V offer a detailed
perspective on the effectiveness of various optimization techniques
applied to the APEX application. This section interprets these
findings, exploring their implications for APEX developers,
comparing them with established practices, identifying limitations,
and suggesting avenues for future exploration. The diverse range
of techniques—spanning standard database optimizations to
advanced features like Oracle In-Memory Database and APEX
24.2’s OpenTelemetry—reveals both the strengths and challenges
of enhancing performance in a low-code, database-driven platform.

Interpretation of Key Findings

The standout performers, Oracle In-Memory Database and region
caching, achieved page load time reductions of 81% and 75%,
respectively, in single-user scenarios, with query execution times
dropping by up to 94% for the former. These results underscore
the power of memory-based processing and caching for analytical
workloads, such as those in the Department Summary Dashboard.
The In-Memory Database’s ability to store data in a columnar
format aligns with its documented capability to accelerate
aggregate queries by orders of magnitude, making it a game-
changer for data-intensive APEX applications [9]. Region caching,
by contrast, excels in scenarios with static or semi-static content,
effectively eliminating database interactions and reducing CPU
usage by up to 70% [5]. These findings suggest that developers
managing dashboards or reports with infrequent updates should
prioritize these techniques.

SQL optimization and bind variables also demonstrated significant
value, particularly for the Employee List Report, with query
execution time improvements of 83% and 75%, respectively.
These gains reflect the importance of efficient data retrieval in
large datasets, corroborating research on indexing and execution
plan reuse [6], [4]. The 43% and 32% reductions in page load
time highlight their direct impact on user-facing performance.
However, multi-user gains were less pronounced (e.g., 38% for
SQL optimization), indicating potential scalability constraints
under high concurrency. This suggests that while these techniques
are essential for query-heavy components, additional measures
may be needed in multi-user environments.

Front-end optimization and JSON Sources provided consistent,
moderate improvements (27-29% in page load time), demonstrating
the value of addressing client-side and data format efficiencies.
The former’s impact on all components underscores the often-
overlooked role of asset management in database-centric platforms
like APEX [11]. JSON Sources, a novel feature in APEX 24.2,
streamlined JSON processing, reducing overhead by 67% in query
execution time [8]. These results position them as complementary
strategies, particularly for applications integrating with modern
REST APIs or targeting mobile users.

Techniques like PL/SQL packages, ORDS tuning, and database
parameter adjustments yielded smaller gains (7-16% in page load
time). Yet, their contributions to CPU usage reduction (up to 33%)
and process efficiency remain noteworthy. PL/SQL packages,
for instance, improved maintainability and execution speed in

the Employee Details Form, aligning with studies on compiled
code benefits [7]. ORDS tuning’s modest impact suggests that
middleware optimization requires careful calibration for high
concurrency, as multi-user CPU usage remained elevated [10].
Database parameter tuning provided a foundational boost,
enhancing overall system performance without targeting specific
components [12].

While not directly improving metrics, OpenTelemetry offered
critical insights into client-side performance, identifying
bottlenecks like a 200 ms AJAX delay in the dashboard. This aligns
with emerging trends in web application monitoring, emphasizing
end-to-end visibility [17]. Its integration into APEX 24.2 marks a
forward-looking approach to performance management, bridging
server-side and client-side optimization.

Comparison with Existing Practices

Compared to general web application optimization, APEX’s
database-centric nature amplifies the impact of techniques like In-
Memory Database and SQL optimization, which outperform typical
front-end-focused strategies (e.g., CDN usage) in latency reduction
[18]. Region caching mirrors server-side caching in frameworks
like Django, but its declarative implementation in APEX simplifies
adoption [14]. Bind variables, and PL/SQL packages echo database
best practices, yet their seamless integration into APEX’s low-
code environment reduces the complexity seen in custom-coded
solutions [4], [7]. ORDS tuning parallels middleware optimization
in Java EE applications, though its effectiveness here suggests a
need for APEX-specific adjustments [10]. The novel features—
OpenTelemetry and JSON Sources—extend beyond traditional
practices, offering tools tailored to APEX’s evolving ecosystem

[8].

Practical Implications

For APEX developers, these results provide a roadmap for technique
selection. Applications with analytical dashboards benefit most
from In-Memory Database and caching, while data entry forms
gain from PL/SQL packages and SQL optimization. Front-end
optimization and JSON Sources are universally applicable,
enhancing responsiveness across use cases. ORDS tuning
and database parameters serve as foundational enhancements,
particularly for enterprise deployments on Oracle Cloud
Infrastructure, where scalability is critical [2]. OpenTelemetry’s
monitoring capabilities empower developers to diagnose client-
side issues, a growing necessity as APEX applications target
diverse devices.

The variability in multi-user performance (e.g., ORDS tuning’s
11% gain vs. In-Memory’s 79%) highlights the importance of
load testing. Techniques excelling in single-user scenarios may
falter under concurrency, necessitating profiling with tools like
JMeter to identify bottlenecks [19]. Combining techniques—e.g.,
In-Memory with SQL optimization—could yield synergistic
effects, a strategy supported by case studies like Trailcon Leasing’s
performance gains [2].

Limitations and Challenges

The fixed 1-million-row dataset and 8-vCPU hardware may not
fully represent all enterprise environments, particularly those
with larger datasets or distributed systems. Multi-user results
at 100 users showed diminishing returns for some techniques,
suggesting scalability limits that require testing at higher loads
(e.g., 500 users). OpenTelemetry’s data, while insightful, requires
manual analysis, limiting its immediate utility without integrated
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tools. Techniques like In-Memory Database demand additional
memory resources, potentially increasing costs, a trade-off not
quantified here [9]. These constraints suggest that results should
be interpreted as relative improvements that are adaptable to
specific contexts.

Future Directions

Future work could explore higher concurrency levels (e.g.,
1000 users) to assess scalability further, leveraging the Oracle
Autonomous Database for automated tuning [23]. Integrating
OpenTelemetry with real-time dashboards in APEX could enhance
its practicality. Combining techniques in hybrid approaches—e.g.,
In-Memory with caching—warrants investigation for compounded
benefits. Extending JSON Sources to complex nested structures
could broaden its applicability. Finally, comparing APEX
optimization with other low-code platforms (e.g., OutSystems)
could contextualize its performance advantages, enriching the
field [24].

Broader Significance

These findings advance the understanding of APEX optimization
by quantifying the impact of both standard and novel techniques,
offering a practical guide for developers as of April 2025. They
highlight APEX’s adaptability to modern enterprise needs,
reinforcing its position as a performant low-code solution when
optimized effectively.

Conclusion

This study has comprehensively explored performance
optimization techniques for Oracle Application Express (APEX)
applications, leveraging the capabilities of APEX 24.2.4 and
Oracle Database 21c. The impact of ten distinct techniques has
been quantified through meticulous benchmarks conducted
on a sample application—featuring an Employee List Report,
Employee Details Form, and Department Summary Dashboard—
from established database practices to cutting-edge features
introduced in recent APEX releases. The findings illuminate a
pathway for developers to enhance the efficiency, scalability, and
responsiveness of APEX applications, addressing the escalating
demands of enterprise environments where rapid data processing
and seamless user experiences are non-negotiable.

The empirical evidence underscores the transformative potential of
certain techniques. The Oracle In-Memory Database, for instance,
reduced page load times by 81% and query execution times by
94% in the Department Summary Dashboard, demonstrating
its unparalleled ability to handle analytical workloads with
large datasets [9]. This aligns with Oracle’s vision of leveraging
memory-centric architectures to redefine database performance,
offering APEX developers a powerful tool to meet the needs of
data-driven decision-making. Similarly, region caching achieved a
75% reduction in page load time by eliminating redundant database
queries, proving its worth for components with stable content
[5]. These standout results highlight the strategic importance of
aligning optimization strategies with the specific characteristics of
application components, a principle that emerged as a cornerstone
of this investigation.

Equally significant were the gains from SQL optimization and
bind variables, which improved query execution times by 83%
and 75%, respectively, in the Employee List Report [6], [4].
These techniques, rooted in decades of database research, remain
highly relevant in APEX, enhancing data retrieval efficiency for
applications managing millions of records. Their moderate yet

consistent impact on page load times (43% and 32%) reinforces
their role as foundational optimizations, particularly for interactive
reports where users expect swift filtering and pagination. The
study also revealed the value of front-end optimization and JSON
Sources, each delivering approximately 27-29% reductions in
page load time across all components [11], [8]. These approaches
address the often-overlooked client-side and data-format aspects of
performance, ensuring that APEX applications remain responsive
in browser-based and API-integrated contexts.

Less dramatic but still meaningful improvements came from PL/
SQL packages, ORDS tuning, and database parameter adjustments,
with page load time reductions ranging from 7% to 16% [7],
[10], [12]. While their impact was smaller, their contributions to
CPU usage reduction (up to 33%) and system stability suggest
a supporting role in a holistic optimization strategy. PL/SQL
packages, for example, streamlined transactional logic in the
Employee Details Form, enhancing maintainability alongside
performance. ORDS tuning and database parameters provided
a backbone of efficiency, particularly beneficial in multi-user
scenarios where resource contention could otherwise degrade
performance. OpenTelemetry, though not a direct optimization,
enriched the study by revealing client-side bottlenecks, such as
a 200 ms AJAX delay, offering developers a diagnostic lens to
complement server-side efforts [8].

Reflecting on these outcomes, this research contributes a nuanced
understanding of how APEX’s low-code framework can be
tuned to rival the performance of custom-built applications. The
variability in multi-user results—where techniques like In-Memory
Database retained strong gains (79%) while ORDS tuning faltered
(11%)—emphasizes the need for context-specific optimization.
Enterprise developers can draw from this study a tailored toolkit:
In-Memory and caching for dashboards, SQL and bind variables
for reports, and front-end tweaks for broad applicability. The
integration of APEX 24.2’s novel features, such as JSON Sources
and OpenTelemetry, signals Oracle’s commitment to evolving the
platform beyond traditional database-centric strengths, positioning
it as a forward-looking solution in the low-code landscape.

The broader impact of this work lies in its empowerment of
the APEX community. Providing concrete, evidence-based
recommendations equips developers with the knowledge to make
informed decisions rather than relying on trial-and-error or generic
advice. For instance, the significant CPU usage reductions (up
to 70% with In-Memory) suggest potential cost savings in cloud
environments like Oracle Cloud Infrastructure, where resource
utilization directly affects billing [2]. This economic dimension,
combined with improved user satisfaction from faster load times,
underscores the practical value of optimization in real-world
deployments. Moreover, the study’s emphasis on empirical
validation through extensive iterations and statistical analysis (p
<0.05) sets a benchmark for rigor in APEX performance research,
encouraging a shift from anecdotal tips to data-driven insights [21].

Looking ahead, the findings invite further refinement. The
limitations of a 1-million-row dataset and a 100-user concurrency
cap suggest that scaling these techniques to larger datasets or
higher loads could reveal additional insights, potentially leveraging
the Oracle Autonomous Database for automated optimization
[23]. The synergy of combining techniques—such as pairing In-
Memory Database with SQL optimization—remains an untapped
opportunity to maximize gains, a hypothesis supported by the
complementary nature of their mechanisms. OpenTelemetry’s
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diagnostic potential could be enhanced by integrating it with
APEX’s reporting tools, creating a seamless performance
monitoring workflow. These prospects highlight the dynamic
nature of APEX optimization, where ongoing innovation and
experimentation will continue to shape best practices.

In synthesizing these results, it is clear that optimizing APEX
applications is not a one-size-fits-all endeavor but a strategic
exercise in matching techniques to use cases. Developers are
encouraged to profile their applications—using tools like JMeter
for load testing and TKPROF for query analysis—to identify
bottlenecks and apply the most impactful optimizations [19], [5].
The success of Trailcon Leasing, reducing invoice processing
time by 83% through APEX on OCI, serves as a real-world
testament to the transformative power of such efforts [2]. As
APEX evolves, with updates like 24.2.4 enhancing its feature
set, this study provides a timely foundation for harnessing its full
potential, ensuring that applications not only meet but exceed the
performance expectations of modern enterprises.

In conclusion, this investigation affirms that with the right
techniques, APEX can deliver exceptional performance, balancing
its low-code simplicity with enterprise-grade efficiency. The
quantified improvements—up to 81% in page load time and
94% in query execution—offer a compelling case for proactive
optimization, while the practical guidance derived from these
benchmarks empowers developers to build applications that are
fast, scalable, and cost-effective. This work stands as a call to
action for the APEX community to embrace optimization as a
core competency, driving the platform’s adoption and success in
an increasingly competitive technological landscape.
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