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ABSTRACT

data prediction using the nonlinear regression method.

In various disciplines such as education, life science, meteorology, and environmental studies and as well as industries and businesses, there is a need to
analyze large amounts of data (Big Data). Although, to find an effective and high-performance analytic algorithm that can predict future performance of
selected data areas is still a challenge among Data Scientists, especially Computer Scientists and Mathematicians. In this paper, we will combine both a data
visualization method and numeric analysis method in order to analyze large data (Big Data). This paper also includes a case study selected from the 2013
Guam Statistical Yearbook of Registered Voters as the original data, step by step, to show how to analyze a nonlinear data pattern and predict the future
registered voters. Computational and mathematical efforts in this paper suggest that the proposed methods (or algorithms) are efficient in data analysis and
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Introduction

In the studies of data science include data collection, data storage,
data transport / communication, data usage, data analysis, data
visualization and knowledge discovery, etc. There are huge amounts
of data (Big Data) that are generated every day in industries,
businesses, education, science and engineering which need to
be analyzed [1]. Although there are some large software systems
that have been developed for massive data processing, such as
traditional SPSS, SAS and newest MapReduce and Hadoop, etc.
However, any large and powerful data processing software must
use high-performance and efficient data analysis algorithms, which
is still a challenging task for Data Scientists, especially Computer
Scientists and Mathematicians, to find fast and efficient data analysis
methods (or algorithms) that can quickly and accurately produce
data analysis results for knowledge discovery or for prediction of
future performance in the selected data area [2].

Data Scientists have been trying hard to apply the most advanced
technologies into data analytics. One of the new technology that has
been applied in data analysis is the digital visualization technology
[3]. As the progresses in digital multimedia technology, Data
Scientists now are able to use digital graphics, animation, audio
and video techniques in data analysis [4]. They integrate the
newest and oldest data analysis methods together, or bind the data

visualization methods and traditional numeric methods together
to analyze massive or big data [5,6].

The numeric data analysis methods, such as the Least Square
Methods, were long been used for data analysis [5,6]. It started
to be used in data analysis as early as in 1805 by A. M. Legendre
and in 1809 by C. F. Gauss. There are many research articles
and monographs in modern days and in history using advanced
the numeric data analysis methods that made the Least Square
Methods become a reliable and efficient data analysis tool [7-10].

In this paper, we want to share our research methods and experience
on binding the visualization method and numeric analysis method
together to analyze the selected registered Guam voting data.
Included in this paper is a case study that shows, step by step,
how our methods of data analysis work well with the data and
how the methods can successfully make predictions for the future
performances on Guam.

Case Study

In order to show readers how our data analysis methods work, we
included a step by step case study to see how to use our analysis
methods.

Data
Registered Voters are the given data in Table 1 [11], which are
real world 18 year’s data (1950 — 1968)
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Table 1: Registered Voters on Guam

Year X, y, Registered
Voters
1950 1 5415
1952 2 7988
1954 3 10093
1956 4 11987
1958 5 17077
1960 6 23483
1962 7 28854
1964 8 35207
1966 9 42664
1968 10 53065

Task
Using the data analysis results to predict the future 6-years (1969
—1974) of increase

Data Analysis Procedure

Step 1

Since the given data is not too large, we will use Microsoft Excel
as our visualization tool.

By writing a computer program to perform our numeric data
analysis algorithms, we can see from Table 1 that our selected
data visualization software tool shows the function pattern of the
given data (Figure 1 in the following).
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Figure 1: Registered Voters 1950-1968

Step 2

The data shows a functional pattern of a nonlinear exponential
function. We will then use the following function pattern to
describe the data

Y(x;a,b)= ae™ (1)

Step 3

If we substitute the Equation (1) into the Least Square Equations,
we will get two nonlinear algebraic equations with @ and b as the
variables. We will then use a mathematical transformation to turn
Equation (1) into a linear equation. We take a logarithm operation
to both sides of Equation (1), to get

G(x; b,c) = bx + ¢ (2)
Where
G(x; b,c) = Ln Y(x; a, b)

c =

Lna 3)

Now we have successfully turned a nonlinear Equation (1) into
a linear Equation (2).

Step 4

By using computer program (Java programming tool) we will
convert g (x) = [n(y) and list all the new converted data in the
following Table 2.

Table 2: Converted data from original data y,

Year X, Ln(y)
1950 1 8.5969
1952 2 8.9857
1954 3 9.2196
1956 4 9.3916
1958 5 9.7455
1960 6 10.0640
1962 7 10.2700
1964 8 10.4690
1966 9 10.6611
1968 10 10.8793

Step 5

Now using the selected data visualization tool (Microsoft Excel)
and the data in Table 2 to show the data pattern of the new dataset
(Figure 2). It shows that this is a very good linear function pattern
as described as in Equation (2).
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Figure 2: Function Pattern of Converted Data, Ln(y, ), in 1950
-1968

Step 6

Substitute Equation (2) into the Least Square Equations, we can
get two linear algebraic equations, Equations (4) with different
values of M,, M,,M,, M,, M,, M,, since the data in Table 2

are different Iflr’om data in Table 1 [8].

(s 32) @) = () @

Where Af; =¥10x? My = My =Y1%x;

Myn=%11 Mis= Y1y x; Ms=%1%y;

Using the above constants and the regular linear algebraic routine
to solve Equation (4) and get the numeric values of b and c.

b=0.2513
c = 8.4459

Therefore, we have solved new linear Equation (2):

G(x;b,c) = 02513x + 84459  (5)
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Step 7

Using the selected data visualization tool (Microsoft Excel in this
case) and the data analysis resulted function pattern, Equation (5),
to draw a predictive linear line, and compare with the linear line
based on the data in Table 2 to see the two lines match closely or
not (Figure 3). Since the Least Square Methods are the optimal
and the best fitting for the data being used, we can see from Figure
3 that the data line and the theoretical line are matched very well
12
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Figure 3: Comparison of Converted Original Data Ln(y,) and
Predictive Data G (x,)

Step 8
Now we will turn the linear function pattern back into original
nonlinear function pattern,

Y(x; a, b) = b0
a = e = 4655.9442
So the original non-linear exponential function pattern will be

Y(x;a,b) = 4655.9442 02513« (6)

Step 9

Using the predictive Equation (6) and Microsoft Excel to draw
the exponential curve. We can now compare the curve generated
by original data given in Table 1 (Please see Figure 4). From
Figure 4, we can see the theoretical function pattern (red line)
very closely matches the data curve (blue line). In the Figure 4,
we also employ the Formula (6) above to make the prediction of
the future performance in 1970, 1972, and 1974. Is this prediction
accurate enough or not? We can use the actual data or performance
of the Yangtze River Port to verify.
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Figure 4: Comparison of Original Population of Registered Voters
Data (y,) and Theoretically Predictive Data, Y(X))

Equation (6) is the formula we obtained from our data analysis that
can best describe the real-world Guam Registered Voters. We can
now use Equation (6) to calculate the past and future Registered
Voters. The predictive numeric values are listed in the following
Table 3. In the next Step, we compute the error analysis

Table 3: Comparison of predicted and actual annul number
of the Registered Voters in Guam

Year 1970 1972 1974
X, 11 12 13
Predicted, 73880.19 94987.45 122125
Y(x)
Actually to be verified | to be verified | to be verified
achieved, y,

Step 10

Error analysis of the Least Square numeric algorithm.

Table 4 in the following show our statistical results and the
errors between original given data and the Least Square Method
theoretically predicted data [5]. We can see from the Figure 5 that
direct error between original data and predicted data is very small
and almost equally distributed at each data point. However the total
Least Squared error is huge: 2563914.8 but error distributed along
each data point is huge different. In order to make the minimum
Least Squared total error become smaller, we can use a weighted
factor to adjust the Least Squared error value at each data point [9].
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Figure 5: Comparison of Difference and Least Square Errors
between Original Data and Predicted Data at Each Data Point

Table 4: Statistical Analysis of Errors between Industrial Data
y, and theoretically predicted Data Y(x))

Error Type Error Formula Total Error Value
Total Data Y100y, — Y(x;) 898.3
Difference
Total Least Square QX)=X1y; - Y(x1))? 452343.65
Mean Value of =~y
Original Data YTwein 23732
Total Difference of 100 _o
data and mean value T =) 0.0
Variance 8 =230 -v)? 2563914.8
Standard Deviation 8n 1601.2
Correlational To be completed To be done
Coefficient

Conclusion

In this paper, we used the total amount of registered voters on
Guam as a case study, showed step by step the procedures on how
to bind visualization and numeric methods together to analyze
a massive amount of data in Guam. We used a mathematical
transformation that turned the nonlinear data pattern problem into
a linear data analysis problem by both using the visualization tool
and numeric tool based on graphics showing the data properties.
Then finally, we used the Least Square numeric methods to find a
theoretical formula to describe and predict the future performance
of the selected data. Readers will be able to understand our methods
through the case study in the paper and use these effective methods
to analyze real-world data with self-made computer programs and
data analysis software.
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